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ABSTRACT- The project entitled as “Classification of covid-19 analysis using Machine 

language” is a dataset analysis. The term data analytics refers to the process of examining 

datasets to draw conclusions. Data analytic techniques enables raw data and uncover patterns to 

extract valuable insights. Readily available datasets from kaggle website is used for 

classification process. Classification is a supervised learning task and pandas is a python 

libraray. In order to construct a classification model machine algorithm is predefined. The 

training model is used or predict a class for new coming document. Seaborn is a library that 

users Matplot underneath to plot graphs. It will be used to visualize random distribution 

Dataset. Training is the process that makes the system ‘learn’ the pattern typical classification. 

We use the default scikit-learn implementation of logistic regression and linear support vector 

machine for multi-label classification, which trains one classifier per class using a one-vs-rest 

scheme. 
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1. INTRODUCTION 
 

The COVID-19 pandemic has made it a global priority for research on the subject to be 

developed at unprecedented rates all over the world. Researchers in a wide variety of fields, 

from clinicians to epidemiologists to policy makers, must all have effective access to the most 

up to date publications in their respective areas. Automated document classification can play an 

important role in organizing the stream of articles by fields and topics to facilitate the search 

process and speed up research efforts. We explore the data efficiency and generalizability of 

these models as crucial aspects to address for document classification to become a useful tool 

against outbreaks like this one. During a sudden healthcare crisis like this pandemic, it is 
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essential for models to obtain useful results as soon as possible. Since labelling biomedical 

articles is a very time-consuming process, achieving peak performance using less data becomes 

highly desirable. The data efficiency of these models by training each of the ones is evaluated. 

2.EXISTING SYSTEM 
 

The symptoms of COVID-19 – fever, cough, difficulty breathing and muscle pain – can 

resemble those of many other diseases, such as influenza, making diagnostic tests therefore 

essential for identifying people who actually have COVID-19. In addition to this, these tests can 

also help determine who has recovered from COVID-19, as well as improve our understanding 

of how the virus spreads and help monitor the effectiveness of control measures.. 

 Testing for the virus itself vs antibodies: 

Some test for the virus itself, by looking for the RNA (the genetic blueprint) of the SARS-CoV-2 

virus that causes COVID-19. When carried out properly, a result that the virus has been detected 

is extremely reliable. However, these tests are not very helpful for determining whether someone 

has recovered from the virus, and can potentially miss the virus if it is present in extremely low 

levels in a patient’s body. Other tests look for antibodies to the virus – evidence that the body has 

produced an immune response to it. It takes time for such antibodies to be created, so antibody 

tests are not much use in confirming if someone has COVID-19 in the first few days of infection. 

However, in contrast to the RNA tests, they can be extremely useful in determining whether 

someone has previously been infected with the new coronavirus, but no longer has the virus 

present. A complicating factor, however, is that different people can have different antibody 

responses to COVID-19. For example, individuals with severe disease seem to develop higher 

antibody levels than individuals with mild or asymptomatic disease. As a result, a test for 

antibodies developed using blood samples from individuals with severe COVID-19 may not 

work as well in detecting antibodies in people with a mild or asymptomatic version of the 

disease, where there are far fewer antibodies to detect. 

3.PROPOSED SYSTEM  
 

Machine-learning on the data allowed us to construct pre-test models predicting whether 

a patient would test positive for a particular virus. Text mining improved the predictions for one 

viral test. Cost-sensitive models optimized for test sensitivity showed reasonable test specificities 

and an ability to reduce test volume by up to 46% for single viral tests. We conclude that diverse 



 International Journal of Recent Trends in Technology and Engineering 
ISSN [O]:2832-4277                                           Volume-II Issue-II April-June-2022 

                                           

Page 3 of 8 
https://ijrtte.com 

forms of data in the electronic medical record can be used productively to build models that help 

physicians reduce testing volumes 

 

4. SYSTEM SPECIFICATION 

HARWARE SPECIFICATION  

PROCESSOR    : Intel Core i5 

RAM     :  8GB 

HARD DISK DRIVE   :  1TB 

SOFTWARE SPECIFICATION 

OPERATING SYSTEM   : Windows 7or above 

APPLICATION    :  JUPYTER NOTEBOOK 

 

5. SOFTWARE DESCRIPTION 

 PYTHON 

  Python is a computer programming language often used to build websites and software, 

automate tasks, and conduct data analysis. Python is a general-purpose language, meaning it can 

be used to create a variety of different programs and isn't specialized for any specific problems. 

Python is used for server-side web development, software development, mathematics, and system 

scripting, and is popular for Rapid Application Development and as a scripting or glue language to tie 

existing components because of its high-level, built-in data structures, dynamic typing, and dynamic 

binding. 

JUPYTER NOTEBOOK:  

JUPYTER NOTEBOOK is the latest web based interactive development environment for 

notebooks, code, and data. It’s flexible interface allows users to configure and arrange workflows 

in data science, scientifric computing, computational journalism, and machine learning. A 

modular design invites extensions to expand and enrich functionality. 

 

7.DATA SET  
 

Data Description: Data collected is from March 2020 - November 2021 
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Symptoms: Cough, Fever, Sore Throat, Shortness of Breath & Headache. 

Other Features: Gender, Age 60 and above, Test indication & Test date. 

Target Feature: Corona Result                        

8. MATERIALS AND METHODS 
LOGISTIC REGRESSION 

 If Y takes on more than two values like in our case, say k of them, we can still use 

logistic regression. Instead of having one set of parameters β0, β, each class c in 0: (k −1) will 

have its own offset β(c) 0 and vector β(c), and the predicted conditional probabilities will be 

                                                     
DECISION TREE 

A decision tree is a tree where each node represents a feature (attribute), each link 

(branch) represents a decision (rule) and each leaf represents an outcome (categorical or 

continuous value). 

Decision trees learn how to best split the dataset into smaller and smaller subsets to predict the 

target value. The splitting process continues until no further gain can be made or a preset rule is 

met, e.g. the maximum depth of the tree is reached. 

 

RANDOM FOREST 

The Random Forest Algorithm is composed of different decision trees, each with the 

same nodes, but using different data that leads to different leaves. It merges the decisions of 

multiple decision trees in order to find an answer, which represents the average of all these 

decision trees. Gini-index is often used to how branching is done by nodes in a decision tree. 

This formula uses the class and probability to determine the Gini of each branch on a node, 

determining which of the branches is more likely to occur. Here, pi represents the relative 

frequency of the class we are observing in the dataset and c represents the number of classes. 

 

SUPPORT VECTOR MACHINE 

The main objective of SVM is to find the optimal hyperplane which linearly separates the 

data points in two components by maximizing the margin. The point above or on the hyperplane 
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will be classified as class +1, and the point below the hyperplane will be classified as class -1. 

Computing the (soft-margin) SVM classifier amounts to minimizing an expression of the for 

We focus on the soft-margin classifier since choosing a sufficiently small value for lambda 

yields the hard-margin classifier for linearly-classifiable input data. 

                                                   
 
The kernel methods map the data into higher dimensional spaces in the hope that in this higher-

dimensional space the data could become more easily separated or better structured. There are 

also no constraints on the form of this mapping, which could even lead to infinite-dimensional 

spaces. The Sigmoid Kernel (Hyperbolic Tangent) comes from the Neural Networks field, 

where the bipolar sigmoid function is often used as an activation function for artificial neurons. 

Methodology 

Model is proposed based on classification algorithm “Logistic Regression”. Based on 

variables like cough, fever, sour, Throat pain that, covid 29 viruses infected persons. Comparison 

with algorithm like KNN, is done to choose the best method.  Figure1 represents the flowchart of 

the methodology to process the model. 

 
Figure 1: Data modeling 

 
9. IMPLEMENTATION & RESULT ANALYSIS 

Encoding The Features 

Dropped test_indication = other because it is not specified what other.  
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Dropped test_date because our objective is to detect if a patient is Covid Positive or Negative 

based on Symptoms, Gender, Age & Test Indications. {\display style (x_{i},\;y_{i})}. Figure 2 

shows the pictorial representation of data analysis of Covid dataset. 

 

 
Figure 2: Correlation map 

 
 

Extracting Risk coefficient from the data: 

We observed that fever was the most common symptom found among covid positive 

patients (Links + EDA Dashboard) so we gave 0.2 weight for it. 

Contact with covid patient would directly lead to home quarantine so we gave 0.2 weight for it. 

Remaining symptoms & Age 60+ features got 0.1 weight.Removed Contradictory records using 

risk coeficient. And the use of risk coeficient is over Datatype for all features is converted to 

integer. 

 
Covid Positive Cases - 162021, 

Covid Negative Cases - 5337010 

To Undersampling instead of Oversampling because  

1. Data is abundent for Negative Cases. 

2. Increasing Positive Cases by oversampling would be an issue according to real world scenario. 
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We observe that the data is now balanced. 

Covid Positive Cases - 162021, Covid Negative Cases – 270035 

Feature Selection 

Anova Test 

Chi Square Test 

 No feature seems unimportant. 

All the features are contributing towards the detection of covid cases. 

Data Modeling 

Train Test Split 

Evaluation Metrics 
 
 

                                    
    

Figure 3: Feature Selection 
Figure 3 represents the cross validation for feature selection using 5 metrics to evaluate our 

Models. 

Metrics - Recall, Specificity, Accuracy, Precision & F1 Score. 

Model Evaluation - Calculated all the metrics using Confusion Matrix.  

 Figure 4 represents the accuracy table for the training and testing data of logistic 

regression, Random Forest and XG Boost. 
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Figure 4: Model Evaluation 
 

10. FUTURE ENHANCEMENTS 

 In future, the reassures has planned to us the model to predict unsupervised data. The 

dataset can be revised and updates with latest trend of covid 19 in India. The main focus in future 

work is to refine the parameters to increase the accuracy rate of the model. So that the study 

helps the authorities to take timely actions and make decisions accordingly. 

 

11. CONCLUSION 

This analysis is provided for document classification models on the LitCovid dataset for 

the COVID19 .Fine-tuning pretrained language models yields the best performance on this task. 

We study the generalizability and data efficiency of these models, evaluate the effect of article 

titles on performance through a data and discuss some important issues to address in future work. 
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